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The Edtech Leviathan

Gurumurthy Kasinathan, Amshuman Dasarathy

In June 2021, Google and BYJU’s 
announced a partnership to 
provide education services in 
India. By offering education 
content gratis and supporting 
“personalised learning,” 
Google and BYJU’s see themselves 
as facilitating the transition 
from the traditional 
brick-and-mortar classroom to a 
virtual learning space, potentially 
benefi ting millions of Indian 
students during and beyond 
the pandemic. Examining the 
implications of this tie-up, in the 
context of commercialisation 
of education and the increasing 
concentration of power with 
monopolistic corporations, it is 
argued that private platforms in 
the unregulated edtech sector 
are incentivised to prioritise 
growth above all else and their 
programmes are sharply opposed 
to the socially transformative 
aims of education. 

The term “personalised learning,” 
also seen as student-centred lear-
ning or context-adaptive learning, 

is sold as a technologically infl ected al-
ternative to the fl awed “one-size-fi ts-all” 
approach of traditional school education. 
As a counterpoint to this idea, we will 
critically assess the ways in which the 
implementation of artifi cial intelligence-
driven personalised learning models could 
adversely affect learning and the educa-
tion system. Additionally, we will look into 
how the platformisation of education 
and its venture capital funding could 
have serious implications on keeping 
education as a not-for-profi t public service.

Platform Power

Platforms are infrastructures of value 
creation, capture, and distribution. They 
facilitate interactions among various 
act ors (including consumers, producers, 
advertisers, service providers, and sup-
pliers), harvest data from such interac-
tions, and generate data-based intelli-
gence for optimising value (ILO 2021). 

Platforms have established themselves 
as critical socio-economic infrastructures, 
covering areas such as information search, 
social networking, transport, and e-com-
merce. The building block of these vast 
platform empires is data. In digital mar-
kets, market power is synonymous with 
data power. As digital markets expand, 
platforms have grown to become im-
mensely large and powerful entities, rival-
ling the power of states.

Google is a pre-eminent platform that 
acts as an information organiser for 
most people through its search engine 
(Statcounter 2021). Its cloud offerings 
provide a range of functionalities, such 
as web browsing, language translation, 
data storage, e-mailing, location and navi-
gation services, and so on. Its And roid 
operating system controls access to most 
mobile phones. In each of these products, 
it has the largest, or among the largest, 

market share. Together, this combination 
of products and services  offers users potent 
incentives to join and participate in the 
Google ecosystem. Consequently, Google 
is a leader in colle cting and harvesting 
user data, building algorithms to process 
and provide value added services to 
users and securing a digital advertising 
windfall for itself. Over 80% of Alphabet’s 
(Goo gle’s parent company) revenue comes 
from its highly sophisticated online adv-
ertisement business (Graham and Elias 
2021). This business depends on the tar-
geted delivery of customised advertise-
ments to users, enabled by its collection 
and processing of user data. Google’s cloud 
services, data power, and digital comput-
ing infrastructure make it a world leader 
in developing artifi cial intelligence.

In the past decade, Google has also 
established itself as a powerhouse in the 
American public education system (Singer 
2017a). Google’s proprietary Chr o mebook 
gives teachers and students access to its 
web-based applications like Google Docs, 
Google Calendar, and Gmail. In 2016, 
Chromebooks accounted for 58% of the 
mobile devices shipped to schools in the 
United States (US) (Bouchrika 2021). By 
partnering with BYJU’s, Google is seek-
ing to extend its dominance to the Indian 
edtech market, and cash in on “the next 
billion users.” 

BYJU’s, the world’s largest edtech com-
pany by valuation, has had a meteoric 
rise. It has already acquired nine compa-
nies in its short, 10-year history (Banerji 
2021a). Perhaps better known for its 
high-profi le celebrity endorsements and 
kit sponsorship of the Indian men’s 
cricket team, the company has extended 
its edtech footprint from the test-prep 
coaching space to offer content for stu-
dents across the K-12 range. It offers int-
eractive video lessons through its app. It 
claims that the app aids learning by sim-
plifying and making concepts easier to 
understand. Google’s extensive user base 
and popular cloud applications will allow 
much quicker expansion of BYJU’s products 
across India.

The Google BYJU’s collaboration por-
tends a domination in the edtech space, 
through an identical model of offering 
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gratis products/services, grabbing mar-
ket share and harvesting user data. 
The data security and privacy concerns 
exp lode in the education context, where 
the data subjects are children, incapable 
of offering consent. Electronic Frontier 
Foun dation’s research has revealed the 
troubling extent to which Google used 
its Chromebook devices to spy on chil-
dren in the US, collecting far more infor-
mation than was necessary (EFF 2015). 
Further, Google is facing several law-
suits globally for abusing its dominant 
market power to privilege its own prod-
ucts over competitors on its platforms. 
Likewise, egregious business practices 
dog BYJU’s sales efforts; its  associates 
appear to tailor sales pitches to poten-
tial clients based on their socio-eco-
nomic background, and ensnare unsu-
specting parents into unwanted long-
term loans (Singh 2021). The concerns 
about data privacy and the mono-
polistic practices employed by platform 
companies are intimately linked. By 
off ering the content on the Vidyartha 
platform for free, Google and BYJU’s are 
rel ying on a tried-and-tested predatory 
pricing strategy in the platformisation 
processes to corner market share.

The collaboration will also strengthen 
the competitive advantage of Google’s 
products, as children will get used to 
Google Docs, Gmail, and other Google 
apps. This is similar to Microsoft’s model 
of “free” teacher training for its MS 
 Offi ce, in collaboration with schools and 
education systems, which had helped 
 cement its dominance of the offi ce suite 
business (Di Cosmo and Nora 1998). As 
anti-trust scholar Lina Khan (2017) has 
elucidated, focus on short-term price 
effects fails to capture modern forms of 
anti-competitive conduct in the platform 
economy. With the coming together of 
the infrastructure platform (Google Work-
space for Education) and educational con-
tent (BYJU’s course material) businesses, 
the likely result will be reduced consumer 
choice and vendor lock-in. Any regulatory 
intervention must therefore take a long-
term structural view of the data economy, 
being attentive to the risks of predatory 
pricing and the manner in which inte-
gration across distinct business lines may 
prove to be anti-competitive.

It is also important to appreciate the 
circumstances of this collaboration. The 
pandemic is forcing education institu-
tions and school systems towards digital 
and online education, amid the hype 
about the potential of digital techno-
logies to “break through” the physical 
school model (KPMG 2017). Considering 
that India has the second largest educa-
tion system in the world, the data har-
vesting potential is high and Indian stu-
dents will become guinea pigs—training 
data at best with collateral damage at 
worst—providing their data to fi ne-tune 
algorithms for personalised learning.

Venture capital is an important fuel 
for platform capitalism. Venture capital-
funded companies such as BYJU’s are 
expected to provide very high returns on 
investment to repay the substantial capi-
tal investment. While even in the tradi-
tional funding models, the company’s 
primary duty is to its shareholders, but 
under venture capital funding, compa-
nies are disproportionately incentivised 
to prioritise growth and profi ts above all 
else, including the well-being and holis-
tic development of the learner. Such 
conditions violate the spirit of the Unni 
Krishnan judgment wherein the Sup-
reme Court held that entities providing 
education cannot be for profi t.1 These 
misaligned incentives, which position 
sales and marketing as a core competency 
of edtech fi rms, are at least partially 
responsible for the emergence of fl ashy 
trends such as edutainment, persona-
lised learning, gamifying education or 
BYJU’s “fun-learning” model, which are 
of questionable pedagogical value.

 Algorithmic Intermediation 

Personalised learning solutions claim to 
offer radically new and context-adaptive 
ways to improve students’ academic per-
formance and grasp of concepts. Claims 
to revolutionise, reimagine, or hack edu-
cation through technology are not new 
(Toyoma 2011) and have invariably fall-
en short of their promises. Advertise-
ments for edtech platforms—like BYJU’s—
often draw on the familiar cultural trope 
of “Sharma ji ka beta” (Dutta 2015), 
 capturing the imagination of parents 
who are keen on securing their children’s 
future prospects early on (John 2020). 

However, these can seriously hurt the 
mental and physical health of young 
children, who are pressured by parents 
and relatives to become “super achie-
vers.” The periodic news of student sui-
cides in Kota (and elsewhere) are visible 
and are grave reminders of the academic 
pressures faced by students in the country. 
By widely targeting students, Vidyartha 
could make the Kota “coaching-factory” 
model (Johri 2015) seem trivial in com-
parison. The Kota model caters mostly to 
parents who want their children to do 
well in competitive examinations for 
selection into professional courses or for 
specifi c careers. BYJU’s content, available 
for all grades and subjects, will cater to 
every parent who has a child in school 
or college. Coaching classes of yore 
pose physical and monetary constraints. 
However, the negligible cost of edtech 
apps, predatory pricing, huge discounts, 
free services, and the lure of “competi-
tive advantage for my child,” are likely 
to expand the coaching-class market.

Such marketing has contributed to the 
meteoric growth of WhiteHat Jr (recently 
acquired by BYJU’s). Coding seekho, duniya 
badlo (learn coding, change the world) 
is WhiteHat Jr’s clarion call, dec eiving 
parents into believing that knowledge of 
coding enables children as young as six 
years of age to develop apps that will 
have investors lining up (TDH 2020). 
These kinds of advertisements tap into 
the aspirational Indian middle-class 
ambitions of “the wealthy life” with the 
promise of lucrative Silicon  Valley jobs, 
or the chance to become the next Sundar 
Pichai or Elon Musk. However, preoccu-
pation (Banerji 2021b) with coding and 
computer science education distorts the 
wide exposure that children need at a 
young age (Singer 2017b). While an un-
derstanding of computer science is im-
portant, education must equally encour-
age critical refl ection about the role of 
technology in society, at an age-appro-
priate stage.

The lack of transparency in algorith-
mically mediated learning brings a host 
of other issues. Algorithms tend to be a 
black box and their operation is  neither 
neutral nor unproblematic. Rather, they 
play an active and generative role in 
edu cational processes and refl ect their 
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desi gners’ and developers’ biases, in the 
rules they frame to guide the algorithms, 
as well as in the data sets they process. 
Reliance on algorithmic decision- making 
has been the basis of discrimination by 
educational institutions. Recently, students 
in the United Kingdom (UK) were graded 
by an algorithm (Katwala 2020). This 
caused an uproar when students from 
disadvantaged backgrounds received 
lower scores than White students, refl ect-
ing the implicit bias in the process. Simi-
lar biases have been repe atedly identifi ed 
in artifi cial intelligence models dealing 
with criminal justice (Heaven 2020), credit 
scoring, and facial recognition.

Biases and Errors

Algorithmic biases and errors can have se-
rious long-term consequences for chil-
dren’s welfare and well-being. In the 
 Indian context, where caste, gender, class, 
and religion are axes of marginalisation, 
the reliance on the past to predict future 
possibilities (through a blinkered reli-
ance on data-driven models) can create 
a situation where students from tradi-
tionally marginalised castes are driven 
towards vocational training, as the data 
will suggest that they are better off here, 
while their upper-caste/class peers are 
afforded the privilege to continue with 
their mainstream education, which can 
offer better-paying and secure emp loy-
ment opportunities (Kasinathan 2020). 
Many teachers and administrators hold 
implicit beliefs about the “non-educa bi lity” 
of marginalised groups (Namrata 2011), 
and there is a caste/class divide between 
teachers and students in gover nment 
sch ools. Artifi cial intelligence will for-
tify these biases; its disc riminatory 
approach will be pus hed as “sci entifi c,” 
formalising gender/caste/class discrim-
ination into the education system. Thus, 
NITI Aayog’s  vision of using artifi cial in-
telligence to pre-emptively identify stu-
dents who are expected to drop out and 
reco mmend vocational education for them 
could end up reinforcing the precarity of 
historically marginalised and low-income 
communities (Niti Aayog 2018), and con-
vert structural disadvantages into formal 
criteria for discrimination and exclusion.

Algorithmic intermediation in educa-
tion is especially dangerous because of 

the foundational role that education plays 
in a child’s life. Drawing from the educator 
Paulo Freire’s defi nition of the process of 
conscientisation, education is meant to 
instil a disposition for free thinking and 
critical inquiry, and aid in the develop-
ment of a moral compass in learners. It 
must facilitate individual dev elopment 
and empowerment, including enabling 
the individual to transcend their own 
limitations/biases, and be able to work 
for a new individual and collective future. 
In contrast, the bounded operation of 
algorithms reduces complex social phe-
nomena to rule-based, defi nable compo-
nents. For instance, predictive engines 
are deemed to be working well if they can 
infl uence or predict a user’s next move with 
some degree of acc uracy. The use of 
recommendation eng ines or other types 
of predictive analytics in educational 
contexts therefore carries the risk of rein-
forcing regressive belief systems among 
students rather than challenging them.

We have seen these dynamics play out 
at a grand scale in the context of social 
media platforms that algorithmically 
mediate content to prioritise sensational 
and polarising content based on its profi t-
ability (Nguyen 2020). Such a fate must 
not be allowed to befall educational 
platforms used by children (Kannan 
2021). Such platforms need to provide 
diverse and even divergent/contrarian 
exposure for learning and development. 
Increasingly, scholars have warned against 
implementing artifi cial intelligence and 
untested technologies in certain fi elds due 
to the disproportionate risks compared 
to the potential gains, which are not eas-
ily realisable, as in the case of facial 
recognition technology (Clark 2021) or 
DNA profi ling (Ramanathan 2015). Simi-
larly, using artifi cial intelligence for per-
sonalised learning can undermine the 
foundational goals of education.

Even if online education or persona-
lised learning does help improve acade-
mic performance according to the nar-
row metric of a test score, it overlooks 
the learner’s overall development as a 
socially mediated process. Beyond class-
room instruction, the school environ-
ment serves a variety of developmental 
functions in the life of a young individual. 
It is a space where learners pick up 

important life skills, such as the ability 
to collaborate, play, deliberate, and disa-
gree with their peers.

Progressive and far-reaching perspec-
tives on education have been articulated 
excellently in the National Curriculum 
Framework, 2005 “Position Paper on the 
Aims of Education” (NCERT 2006). The 
position paper makes it clear that educa-
tion needs to be a rich and diverse expe-
rience for every learner, and that educa-
tion must create the vital links between 
children’s experiences at home, in their 
community, and what the school offers 
them. It also emphasises on the need to 
promote and nourish a wide range of 
capacities and skills, such as literary and 
artistic creativity; and the need to exp ose 
students to ways of life other than their 
own as worthy of respect. These aspects 
of a holistic education are dee med irrele-
vant in the personalised learning para-
digm, which delivers knowledge in nar-
row and isolated learning capsules. Van 
Dijck and Poell (2015) have dubbed this 
as the learnifi cation process wherein 
“the social activity of learning is broken 
into quantifi able cognitive and pedagog-
ical units.” By emph asising solely on the 
syllabus material, this model reinforces 
the test-prep mentality of rote memorisa-
tion to crack an exam. Further, by negating 
the creative and collaborative contribution 
of students, this paradigm also reduces the 
role of the teachers to passive participants 
who have little control or ownership over 
the educational processes. The implemen-
tation of personalised learning, by diluting 
the teacher’s role and res ponsibilities, has 
been shown to similarly undermine the role 
and agency of teachers in the American 
public education system (Kim 2019).

Philosophers of education have high-
lighted the socially transformative role 
of education in building a thriving dem-
ocracy and sustaining culture and com-
munity values. Dewey (1938) elaborated 
on the critical importance of experien-
tial learning. He underscored the impor-
tance of hands-on learning by drawing 
connections with the learner’s own lived 
experience, rather than passively absorb-
ing concepts that are alien to the student’s 
lifeworld. Such a learning exp erience 
would equip the collective to apply the 
principles learned in school to real-world 
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situations, and organise society around 
these mutually agreed upon principles. 
Freire (1970) wrote about the impor-
tance of dialogue and communication 
in the pedagogical process. He notes 
that a one-sided narrative instruction by 
teachers who treat students as empty 
containers or receptacles to be fi lled up 
produces docile, obedient and unques-
tioning subjects. Deshpande (2020) ex-
plains the social and political roles of 
university campuses, “as exemplary sites 
of social inclusion and relative equality, 
is arguably even more imp ortant than 
the scholastic role.” Thus, the value of 
education lies in cultivating a politically 
conscious citizenry, and safeguarding 
democratic values. These values are 
undermined by personalised learning 
models that isolate and insulate students 
from their surroundings and peers.

 Platform and Artifi cial 
Intelligence Regulation

The emancipatory ideals of education 
can only be achieved by seeing it as a 
public good that needs to be universally 
and equitably provisioned, as envisaged 
in the Right of Children to Free and 
Compulsory Education Act, 2009 (RTE 
2009).2 The edtech sector must be con-
sidered as sui generis within the plat-
form economy, given the sociopolitical 
importance of education in a democracy. 
The RTE, enacted under  Article 21 of the 
Indian Constitution, affi rms as a funda-
mental right free and compulsory educa-
tion to every child from the age of six to 
14 years. Education as a public good 
must be distributed on the basis of dem-
ocratic principles of  equity, and ought 
not to be left to the logic of the market. 
Edtech services also need to conform to 
the accepted curricular aim and frame-
works of the country. Artifi cial intelli-
gence must be cautiously implemented, 
perhaps more as a pedagogical support 
tool for the teacher (France 2020) rather 
than being used for direct student learn-
ing. The algorithms used to process data 
must be made available for public scru-
tiny (auditable artifi cial intelligence) 
for the assumptions they make (explain-
able artifi cial intelligence), the educa-
tional aims they serve, and the biases 
they hide. Closed-source algorithms are 

black boxes that hide the curriculum 
and pedagogical assumptions they 
make. These cannot be validated for 
alignment to curricular frameworks or 
accepted aims of education. Hence, al-
gorithms used in education must be 
open source. Even open-source artifi -
cial intelligence must be selectively and 
sparingly used, and only after thoroughly 
considering the potential risks involved 
(Simmermann 2021).

Recently, China has mandated its large 
and burgeoning private coaching/tutoring 
industry to operate on a non-profi t basis 
(Koenig 2021). Such a step would elimi-
nate venture capital funding and conse-
quential pressures to form monopolies, 
hoard and harvest data. This move will 
also ease the intense academic pressures 
on children and fi nancial burdens on 
parents. China’s action is based on the 
idea that private tutoring is essentially 
an educational service, and hence, can-
not be a commercial activity. China’s 
new policy stance is an important point 
of reference for India, as there are rese-
mblances between the two economies in 
terms of size and the positions of signifi -
cance that the private tutoring/coaching 
industry occupy within them. Notably, 
China also recognises that the edtech 
sector must be regulated to serve the 
poli tical goals of education. “Not for 
profi t” need not mean that an activity 
should not generate a revenue surplus, 
but that there can be no economic return 
on investment for the enterprise owners. 
Unfortunately, in a move in the opposite 
direction, the Ministry of Education has 
proposed the National Educational Alli-
ance for Technology (NEAT)3 scheme, 
invi ting private edtech vendors to adver-
tise their proprietary “adaptive learn-
ing” solutions on its site.

The digital technology sector is pre-
disposed towards the formation of mono/
oligopolies and anti-competitive practices 
like predatory pricing and integration 
across lines of business, including through 
mergers and takeovers. To avoid this, 
some regulatory mechanisms need to be 
put in place. First, the structural separa-
tion of infrastructure, data/content, and  
artifi cial intelligence layers is crucial, 
to prevent monopolistic practices. Second, 
data collection must be stringently 

regulated to ensure the safety and well-
being of children. The provisions in the 
Personal Data Protection Bill, 2019 per-
taining to children’s data (Section 16) 
are necessary, but instead of relying on 
the individualistic consent-based mod-
els that would de facto vest ownership 
rights of students’ data with platforms, 
community data-ownership models should 
be implemented (MEITY 2020).4 Data 
about students and teachers and their 
learning transactions must belong to 
the school and the parent community, 
although these may be hosted by data 
platforms. Access to this data for artifi cial 
intelligence processing and providing ser-
vices to schools must be regulated, includ-
ing making it a not-for-profi t enterprise.

It is important to question the domi-
nant techno-utopian and mythologising 
discourse that has been built around 
 edtech. Buzzwords such as “student-
cent red tech” or “context-based learn-
ing” tend to conceal the underlying 
vested commercial and political inter-
ests. Audrey Watters writes, “‘Re-imag-
ining’ is a verb that education reformers 
are quite fond of. And ‘re-imagining’ 
seems too often to mean simply defund-
ing, priva tising, union-busting, disman-
tling, outsourcing” (Watters 2020). In 
the  absence of any reg ulatory oversight, 
edtech will bec ome another sector to 
evolve into a digital kleptocracy, with 
disproportionate power and infl uence 
concentrated in the hands of select large 
private actors unaccountable to the public, 
possessing the power to infl uence and 
steer education policy and curriculum. 
This would hollow out the public educa-
tion system, and take us further away 
from achieving the educational promise 
of social transformation.

Notes

1  Unni Krishnan, J P v State Of Andhra Pradesh. 
1993 AIR 2178.

2  The Right of Children to Free and Compulsory 
Education Act, 2009.

3  Ministry of Education, “Ministry of HRD 
announces National Educational Alliance for 
Technology (NEAT) Scheme for better learning 
outcomes in Higher Education,” 2019, Ministry 
of Education.

4  IT for Change, “IT for Change’s Feedback to the 
Draft Digital Markets Act, 2020” (2021). 
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